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Abstract:

The emerging Grid technologies has changed the way people think about computation by presenting new paradigms

and application models. This paper is a part of a joint research project between Ain Shams University in Egypt and

George Washington University in USA to build a system for signature verification. The paper present a new approach

to solve such problems using Grid approaches to increase performance and resource utilization while reducing the

maintenance costs and security risks of the system. The limitations of other possible solutions and the advantages of

Grid  solutions  have  make  it  a  good  paradigms  for  future  applications.  A  testbed  was  created  linking  the  two

universities was used to test the proposed architecture and prove its applicability in real applications.
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1. Introduction

The Grid [4][8] or computational grids are a new approach to computing and considered to be  one of the emerging
technologies that will change the world [13]. It is defined in [5] as "coordinated resource sharing and problem solving
in a dynamic, multi-institutional virtual organizations".The  Grid also enables new application models that are more
suitable to its nature such as distributed supercomputing, high-throughput computing,  on-demand computing, data-
intensive computing, and collaborative computing [1]. The work presented in this paper is a part of a research project
between Ain Shams University (ASU) in Egypt and George Washington University (GWU) in USA. The goal of the
project is to create a hand written signature verification system. This means that the user of the system will be able to
check if a hand written signature he/she have (on a contract for example) is a genuine or forged signature. This paper
presents the general architecture of the system, focusing on the advantages of using the Grid technologies over other
techniques. More details about the implementation of the system architecture can be found in [10]. Details about the
signature verification algorithm is presented in [9].

Section 2 briefly describes the problem of hand written signature verification. a discussion of different approaches
to solve  this problem is presented in section 3 showing the advantages and drawbacks of each and why the grid
approach is better. Section 4 discusses the testbed used for testing and the results of different experiments. Finally the
general conclusions are presented in section 5. 

2. The Signature Verification Problem

The problem of handwritten signature verification has four main components that can be described in the following
four points:

1. The Database: There are databases storing images of genuine signature. The system can only verify signatures for

persons having their genuine signatures stored in these databases. For each person there is one or more signatures



set. Each set consist of a number of genuine signature images of that person. Each set also has some properties  -
meta data – describing its contents such as the number of signature images, the date these signatures where signed
by the person, the conditions at which the person signed these signatures, the signature image resolution, and so on.

2. Suspected Signature: The user of the system should have a person's signature image that is needed to be verified

by comparing it with the genuine signature images in one of that person's signatures sets.

3. The Analyzing Algorithm: The system can accept one or more algorithm capable of analyzing suspected signature

images  and  decide  whether  they  are  forged  or  not.  These  algorithms  may  have  different  characteristics  and
requirements  such as complexity,  execution time, accuracy,  signature  image format,  number  of  valid signature
images needed, and so on.

4. The User's QoS: According to the user's desired Quality of Service (QoS). The suspected person signature will be

compared to one or more of his signature sets in the database – with different attributes and quality – by one or
more analyzing algorithm – with different requirements and accuracies – to achieve the desired user's goals.

3. The signature verification system architecture

Although the problem sounds simple, it contain many complex hidden issues and trade-offs and many possible
solutions. But generally these solutions can be classified into one of the possible three scenarios.

3.1. The Old Scenario

This is the simplest – but not the best – solution to this problem. It is simply to have the whole signature verification

system as one entity at each user that wants to use it as shown in Figure 1. Going back in time a couple of decades at
the beginning of the computer revolution maybe it would the only possible solution. In this scenario any user of the
system must have a database management system with a database filled with genuine signature sets for all possible
persons that the user of the system may need to verify. The user must also have all the signature analyzing algorithms
needed  to  analyze  the  signatures  according  to  his  QoS.  A  computer  system  capable  of  providing  the  needed
computational power whenever it is needed by the algorithms to analyze the signatures must be available and dedicated
for this purpose. This system must also be regularly administrated and maintained by updating the database with new
signature sets, checking for new algorithms and updated versions, and maintaining and upgrading the computer system

Figure 1. The old scenario.



hardware.
This scenario with its architecture and requirements introduced many problems. The database size may grow to be

very large and hard to maintain by the user of the system when it is filled with millions of person signature sets. Such
system  –  with  replicating  its  components  at  each  user  –  will  have  a  very  high  maintenance  cost  and  poor
cost/performance ratio.  This scenario contains security  problems.  The user  of the system must implement security
mechanisms to protect this database and to verify that its content was not compromised by any undetected attack on the
system. The user must also verify the origin of the signature sets and the algorithms to assure that they are correct.
Most importantly it is unsafe and very risky and to give a database with all genuine persons signatures to all users of
the system, because there is no way to guarantee that none of these users will miss use this valuable information to
create professional forged signatures that are hard to detect.

3.2. The Modern Scenario

With the widespread of the Internet and web enabled applications this problem may be solved in much elegant
ways. modern technologies may be used such as web services and client/server  application. In one of the possible

scenarios,  as shown in  Figure 2,  the user  acquires appropriate  credentials(private keys, password,  ...)  to verify  his
identity. After that, using a web browser, the user browse to one of the system's home page then authenticate and login
using his credentials. The user uploads the signature image that needs to be verified. The server analyzes the signature
and send back the result to the user.

In this scenario all what the user should have is a valid credential to prove his identity, a web browser, and of course
the signature image he want to verify. This scenario sounds quite simple but only from the user (client) side. But from
the  server  side  there  are  several  solutions  with their  problems.  It  could  be  just  having  multiple  servers  (mirrors)
distributed around the world to divide the workload among them. Each server will maintain a complete system with a
database of all valid persons signature sets, all analyzing algorithms, and the necessary computational power to handle
the users requests. This is simple but have almost the same drawbacks of the old scenario.

An alternative solution for the server side is to have a real distributed system with a distributed database of valid
signature sets, for example a database for each country, and having multiple processing nodes each specialized in one
or more analyzing algorithms. This system will solve almost all the problems. Each valid signature set is maintained at
a  single  database  which  ease  the  maintenance,  reduces  security  risks,  and  reduces  the  database  size.  The cost  is
distributed among the database and computation servers. Each site will be responsible only for its part of the system not

Figure 2. The modern scenario.



the whole system.
But on the other hand this architecture will require the implementation of a specialized infrastructure (shown by the

circle in the middle of Figure 2)  that is among others capable of:
1. Locating the available signature sets databases.
2. Searching these databases for a person's valid signatures sets.
3. Locating free analyzing nodes with appropriate algorithms.
4. Handling possible failure of any of this system components.
5. Implement appropriate security mechanisms to control access to databases and analyzing nodes.
6. Provide a mechanism to allocate and start computation on the analyzing nodes.

Such architecture is very complex and hard to be specially implemented for  a specific application of the hand
written signature verification system.

3.3. The Grid and Security

The Grid – from it's definition – is used to coordinate and couple resources that are geographically distributed and
administrated  independently  to  create  virtual  organization  that  enables  collaboration  and  seamless  access  to
computational resources. Put in another way, the Grid simply implements all the required infrastructure discussed in

the previous scenario (shown by the circle in the middle of  Figure 2). The Globus ToolKit 3  [2][11]  is a software
toolkit that implements the grid infrastructure. It provides basic services needed by any Grid enabled application. These
services are resource management [6], information services [7], data management [12], and security[3] as shown in

Figure 3. Security is important for the success of a Grid environment.  The Globus ToolKit addressed the security issue
through the Grid Security Infrastructure (GSI) that is a component of the toolkit and supports all other services as in

Figure  3,  It  is  currently  based on  public  key infrastructure  (PKI)  and it  requires  all  users  and  resources  to  have
appropriate certificates to join the Grid environment. GSI also provide basic services such as encryption, single sign on,
mutual authentication, among others.

3.4. The Grid Scenario

Using the Globus ToolKit 3 the scenario – as shown in  Figure 4 – will start by the user login using appropriate
credential and creates the user  proxy. The user will start  the Globus enabled signature verification application and
provide it with the signature image needed to be verified.  The program will contact the monitoring and discovery
service (MDS) – a part of the Grid information services – to find available valid signature sets and processing nodes
with appropriate analyzing algorithms. According to the user  QoS the application will pick one or more available
processing  node(s)  and  then  send  to  them suitable  valid  signatures  set  and  the  suspected  signature  image.  After
processing ends the results are sent back to the user application and displayed.

In  this  scenario  the  user  will  have  a  valid  credentials  to  prove  his  identity,  the  signature  image,  the  Globus
infrastructure installed, and the Signature verification application. In this scenario we can notice the following:
1. It is a dynamic environment where valid signatures sets can be added or removed and processing nodes can join or

leave as they want. This environment is shared and coordinated through the Globus infrastructure.
2. The valid signature sets are protected by being kept at secured databases and only sent to trusted and authenticated
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Figure 3: Basic Grid Services



analyzing nodes based on the choice of the local system administrators of the signature database.
3. The  coordination  process  is  seamless  and  all  complexities  are  hidden  by  the  Globus  infrastructure.  These

complexities are in security, resource management, data management, and information services.
4. Signature algorithms are updated and improved locally and then discovered globally by MDS without requiring

changing of the user application.
5. Within this large pool of resources the user can deliver the desired QoS  by combining the appropriate pair of

signature set and analyzing algorithm.
6. User authentication and secure signatures transfer over public insecure networks are done using the Grid Security

Infrastructure GSI [3]
7. There can be different trust relationships among users, databases and processing nodes owners. The Grid Security

Infrastructure supports this trust relationships. Although it is a one global system, each component (user, database,
or processing node) works only with trusted components. This trust relation is defined locally by the decisions of
the component's system administrators. For example a database may deny the request to send signatures sets to a
processing node if it is not trusted. In the Globus ToolKit 3 this is done now using Public Key Infrastructure and
hierarchical Certificate Authorities

4. Results

To test the proposed grid scenario a testbed was created consisting of three nodes. The first one is called GWU and
is located in USA at George Washington University. The other two nodes are called ASU1 and ASU2 and are located
in Egypt at Ain Shams University. GWU contains both a signatures database and an eight node cluster for distributed
signature analysis. ASU1 consists on only of an eight  node cluster for distributed signature analysis. ASU2 contains
only a signatures database. The three nodes where linked using the Globus ToolKit 3. The distributed hand written
signature verification algorithm [9] is installed on the clusters at GWU and ASU1. A grid enabled application [10] was
developed that enables the users of the system to locate available processing nodes with appropriate algorithms, locate
and search the databases for a specific person's signatures sets, select the best signatures set and processing node for the
user, upload the suspected signature, and finally return the result of analysis back to the user. The system user can be
located anywhere in the world, all what is needed it appropriate infrastructure installed, the grid enabled application,
and appropriate credentials to use the system.

Figure 4. The Grid scenario.



The system total  execution time was measured with respect  to three  parameters:  The location of  the user,  the
location of the signatures database node, and the location of the analysis node, each of which can be – in this testbed –
either in Egypt or in USA. According to the user QoS, the processing is done on the nearest available analyzing node to
the signatures database node. The following scenarios can occur independent on the user location:
1. Signatures are available on GWU and GWU is chosen for analysis.
2. Signatures are available on GWU and ASU1 is chosen for analysis.
3. Signatures are available on ASU2 and ASU1 is chosen for analysis.
4. Signatures are available on ASU2 and GWU is chosen for analysis.
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ASU1 X 0.27 1.27

ASU2 X X X

GWU X 1.31 0.51

Table 1. Execution time in minutes of experiments when user is in Egypt.
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ASU1 X 0.45 1.26

ASU2 X X X

GWU X 1.14 0.25

Table 2. Execution time in minutes of experiments when user is in USA.

Table 1 and Table 2 summarize the results obtained from running the grid application, the first when the user is in
Egypt,  and the second when the user  is in USA when the analysis is completed without  any errors.  The columns
represent the node on which the signatures set was found and the rows represent the node on which processing was
done. A cell with value X means that this case is not applicable due to the assumptions that the signatures do not lie on
all nodes and that not all nodes can do analysis. The average execution time when the user was in Egypt was found to
be 0.84 minutes and that when the user is in USA was found to be 0.775 minutes. This difference in the averages is
attributed to the connection speed in Egypt site, as it is based on a ADSL line with upload to download ratio is 1:4.

Executing the same algorithm on a sequential machine took about 34 seconds. The Grid enables the access to more
powerful resources – the cluster in this case – to perform computations. From this point of view it is fare to compare
the  Grid  enabled  system  performance  that  took  49  seconds  in  average  to  the  sequential  single  machine  system
performance. It can be noticed that the delays due to communication was recovered by faster computation resulting in
approximately the same performance.

5. Conclusions

The Grid infrastructure provided a seamless way to efficiently link and access different distributed computational
resources.  Providing  an ideal  development environment  to  create  innovative  applications such as the hand written
signature  verification  system  presented  here.  It  enabled  the  efficient  use  of  the  available  resources  –  databases,
computations, and algorithms – by an intelligent Grid enabled application that used the underlying infrastructure to



efficiently satisfy the desired user's QoS. The system was also secure by keeping the genuine signatures sets at secure
databases  away  from  the  users.  And  also  by  using  the  Grid  Security  Infrastructure  for  authenticating  users  and
transferring signature images. The different tests performed on the system showed good performance compared with
single machine systems proving the applicability and advantages of using Grid paradigms for future applications.
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