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ABSTRACT

The increasing spread of elastic Cloud services, together
with the pay-as-you-go pricing model of Cloud computing,
has led to the need of an elasticity controller. The con-
troller automatically resizes an elastic service in response
to changes in workload, in order to meet Service Level Ob-
jectives (SLOs) at a reduced cost. However, variable perfor-
mance of Cloud virtual machines and nonlinearities in Cloud
services complicates the controller design. We present the
design and evaluation of ElastMan, an elasticity controller
for Cloud-based elastic key-value stores. ElastMan combines
feedforward and feedback control. Feedforward control is
used to respond to spikes in the workload by quickly resizing
the service to meet SLOs at a minimal cost. Feedback con-
trol is used to correct modeling errors and to handle diurnal
workload. We have implemented and evaluated ElastMan
using the Voldemort key-value store running in a Cloud en-
vironment based on OpenStack. Our evaluation shows the
feasibility and effectiveness of our approach to automation
of Cloud service elasticity.

Categories and Subject Descriptors

C.2.4 [Computer-Communication Networks]: Distributed

Systems; 1.2.8 [Artificial Intelligence]: Problem Solving,
Control Methods, and Search—Control theory
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1. INTRODUCTION

Cloud computing [3], with its pay-as-you-go pricing model,
provides an attractive environment to provision elastic ser-
vices as the running cost of such services becomes propor-
tional to the amount of resources needed to handle the cur-
rent workload.

However, sharing the physical resources among Virtual
Machines (VMs) running different applications makes it chal-
lenging to model and predict the performance of the VMs [5].
Managing the resources for Web 2.0 applications, in order
to guarantee acceptable performance, is challenging because
of the highly dynamic workload that is composed of both
gradual (diurnal) and sudden (spikes) variations [2].
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The pay-as-you-go pricing model, elasticity, and dynamic
workload of Web 2.0 applications, call for the need for an
elasticity controller that automates the provisioning of Cloud
resources. The elasticity controller leverages the horizontal
scalability of elastic services by provisioning more resources
under high workloads in order to meet required SLOs. The
pricing model provides an incentive for the elasticity con-
troller to release extra resources once the workload decreases.

2. ELASTICITY CONTROLLER

The objective of ElastMan is to regulate the performance
of key-value stores according to a predefined SLO expressed
as the 99th percentile of read operations latency over a fixed
period of time (R99p thereafter). To address the challenges
of controlling a noisy signal and variable performance of
VMs, ElastMan consists of two components, a feedforward
controller and a feedback controller. ElastMan relies on the
feedforward controller to handle rapid large changes in the
workload (e.g., spikes). This enables ElastMan to smooth
the noisy 99th percentile signal and use the PI feedback con-
troller to correct errors in the feedforward system model in
order to accurately bring the 99th percentile of read opera-
tions to the desired SLO value. In other words, the feedfor-
ward control is used to quickly bring the performance of the
system near the desired value and then the feedback control
is used to fine tune the performance.

Due to the nonlinearities in elastic Cloud services, re-
sulting from the diminishing reward of adding a service in-
stance (VM) with increasing the scale, we propose a scale-
independent model used to design the feedback controller.
This enables the feedback controller to operate at various
scales of the service without the need to use techniques such
as gain scheduling. To achieve this, our design leverages the
near-linear scalability of elastic service.

In the design of the feedback controller, we propose to
model the target store using the average throughput per
server as the control input. Although we cannot control the
total throughput on the system, we can indirectly control the
average throughput of a server by adding/removing servers.
Adding servers reduces the average throughput per server
under the same load, whereas removing servers increases
the average throughput per server. Thus, the controller
decisions become independent of the number of service in-
stances. The major advantage of our proposed approach to
model the store is that the model remains valid as we scale
the store, and it does not depend on the number of severs.

For the feedforward controller we use a binary classifier
built using logistic regression as proposed in [6]. The model



0 200 400 600 800 1000 1200 1400

Total Throughput (K requests/sec) ——
Number of Servers

Figure 1: Performance of Voldemont without Elast-
Man with fixed number of servers (18 virtual
servers) under gradual diurnal workload (0-900 min)

and under workload with spikes (900-1500 min)

is trained offline by varying the average intensity and the
ratio of read/write operations per server. The final model is
a line that splits the plane into two regions. In the region on
and below the line, the SLO is met; whereas in the region
above the line, SLO is violated. Ideally, the average mea-
sured throughput should be on the line, which means that
the SLO is met with the minimal number of servers.

3. EVALUATION RESULTS

We have implemented ElastMan in order to evaluate our
proposed approach to automation of Cloud service elasticity.
In order to evaluate ElastMan, we have chosen the Volde-
mort (version 0.91) Key-Value Store [4] which is used in
production in many applications such as LinkedIn. We run
our experiments on a cluster of 11 servers each with two In-
tel Xeon X5660 processors (24 HW threads), and 44 GB of
memory. The cluster runs Ubuntu 11.10. We setup a private
Cloud using OpenStack Diablo release [1].

We have tested ElastMan controller with both gradual
diurnal workload and sudden changes (spikes) in workload.
The goal of ElastMan controller is to keep R99p at a value
specified in the service SLO. In our experiments we choose
the value to be 5 ms in 1 min period. Fig. 1 depicts the
performance of Voldemort without ElastMan, i.e., with a
fixed number of servers. Results shows that the store can
not meet required SLO most of the time. Fig. 2 depicts
the performance of Voldemort with ElastMan. Results show
that ElastMan is able to keep the R99p within the desired
region most of the time under a gradual workload (0-900
min) as well as under workload with spikes (900-1500 min).

4. CONCLUSIONS

ElastMan combines and leverages the advantages of both
feedback and feedforward control. The feedforward control
is used to quickly respond to rapid changes in workload.
This enables us to smooth the noisy signal of the 99th per-
centile of read latency and thus use feedback control. The
feedback control is used to handle gradual workload and to
correct errors in the feedforward control due to the noise that
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Figure 2: Performance of Voldemort with ElastMan
under gradual diurnal workload (0-900 min) and un-

der workload with spikes (900-1500 min)

is caused mainly by the variable performance of Cloud VMs.
The feedback controller uses a scale-independent model by
indirectly controlling the number of servers (VMs) by con-
trolling the average workload per server. This enables the
controller, given the near-linear scalability of key-value stores,
to operate at various scales of the store.
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