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A Distributed Component Management System
 

Implements the Autonomic Computing Architecture
 

Targets large-scale and dynamic distributed 
environments and applications
 

Leverages Structured Overlay Networks
for communication and for provisioning of basic 
services (DHT, Publish/Subscribe, Groups) Functional Part
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Automatic Reconfiguration of Replicated State Machines
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RSM ID = 10, f=4, N=32

Replica IDs = 10, 18, 26, 2

Responsible Node IDs = 14, 20, 29, 7

Configuration = D, F,I ,B
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Inconsistent
Configuration D G I C
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Due to Lookup inconsistency:

Inconsistent
Client

E F I C
1 2 3 4

Assume that they
overlap at least at

one node
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Symmetric replication 
scheme to select nodes

Direct references to avoid 
lookup inconsistency

DHT techniques to 
handle churn

Extended state machine to 
receive changes and decide to 
reconfigure

Uses the SMART protocol to reconfigure state machines
 

We developed a distributed algorithm to automate the reconfiguration
 

Can be used to implement robust services such as Robust Management Elements

Self-Management for Large Scale
Distributed Systems
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Further Readings
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