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Abstract:

Applying  intrusion  detection  to  the  fast  growing

computational Grid environments improves the security

which  is  considered  to  be  the  heart  of  this  new field.

Flexible  cooperative  distributed  intrusion  detection

architecture is introduced that suits and benefits from the

underlying Grid environment. The proposed architecture

was  tested  using  homogeneous  distributed  intrusion

detection  servers  that  use  learning  vector  quantization

neural network to detect the intrusion if occurred.
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1. Introduction

Security is a very important issue that must exist to
enable the creation of Grid environments. The Grid needs
intrusion detection as a second line of defense. It is very
important because the current Grid security mechanisms
can be penetrated and to provide protection from insiders.
Intrusion detection systems are based on the assumption
that normal use of the system is different from malicious
use  [5].  Due  to  the  special  characteristics  [2]  and
requirements [1] of Computational Grids, detecting such
difference  in  behavior  imposed  some  new  unique
challenges  that  did  not  exist  in  traditional  intrusion
detection systems. 

2. The Proposed Grid Intrusion Detection

Architecture (GIDA)

GIDA was designed with the Grid characteristics in

mind. GIDA has two main parts (Figure 1). The first is
the Intrusion Detection Agent (IDA), that is responsible
for  gathering  information.  The  second  part  is  the
Intrusion  Detection  Server  (IDS),  responsible  for
analyzing the gathered information and cooperating with
other IDSs to detect intrusion.

The  circles  represent  the  administrative  domains
(resources)  in  a  Grid  environment.  Each administrative
domain will have an IDA to collect data and the IDA will
register  with one or  more  IDSs which will  analyze the
gathered data.

The IDAs will be designed for each class of resources
to  handle  heterogeneity.  The  IDSs  may  use  different
techniques for data analysis. GIDA compatibility with the
Grid is summarize in Table 1.

3. An Implementation of GIDA

We used two stages to test the proposed GIDA. The
first stage simulates the IDA and the Grid environment.
Most  of  the  available  Grid  simulation  toolkits  are
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Characteristics /

Requirements

GIDA Compatibility

Heterogeneity IDA deals with heterogeneity

Scalability All components are distributed

Dynamicity or
adaptability

Registration with multiple IDSs so
if one fails others provide protection

No centralized
control

Decision is made through
cooperation between IDSs

Standard
protocols

Build on top of GSI and Grid
protocols

Nontrivial QoS Different ID algorithms and trust
relationships

designed  for  resource  management  and  scheduling
problems. For this reason we developed a grid simulation
toolkit based on GridSim [3] to satisfy our needs.

The  simulation  environment  simulates  users  with
different behaviors, resources with associated IDAs, and
IDAs registration with IDSs. This allow us to perform the
required  experiments.  Each  experiment  will  generate  a
dataset consisting of one or more log file. Figure 2 shows
the simulation environment with dummy IDSs that only
generate log files reflecting the data they should analyze. 

The next stage implements the IDS modules and test
them with the data generated from the simulation stage
(Figure 3). In this initial implementation we choose to use
homogeneous  IDSs  for  simplification.  We believe  that
currently the best intrusion detection technique to use in
this case is host-based anomaly intrusion detection [4].

The host in this case is the administrative domain with
all  its  resources.  The  assigned  IDA  will  gather
information about the users interactions with this domain.

The  anomaly detection is implemented using LVQ [6]
neural  network.  The  LVQ  will  try  to  learn  the  user
behavior through interactions with different resources and
then  detect  deviation  from  normal  behavior.  So  an
intruder  in  this  case  is  a  user  whose  current  behavior
deviates from the learned historical profile.  The system
takes advantage from the fact that each user in the Grid
has  a  unique  Global  name.  The  decision  module  will
analyze the LVQ result then, with information from the
cooperation module, will decide wither a user is normal
or intruder (Figure 4). The cooperation module helps in
sharing the results. Each IDS analyze the user behavior in
its scope and then shares these results with other IDSs in
a way similar  to P2P networks where the IDSs are the
peers.

4. Testing of GIDA

The number of IDSs is an important issue that shows
the  scalability  of  the  system and  that  it  is  possible  to
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distribute the intrusion detection problem among multiple
IDSs.  Increasing  the  number  of  IDSs  increased  the
percentage of false positive (Figure 5.a). This is because
fewer information is available to each IDS about the user
behavior. Meanwhile it decreased the percentage of false
negative (Figure 5.b) because among the few user actions
monitored  at  an  IDS detecting  deviation  form  them is
easier. Increasing the number of IDSs has a great effect
on reducing the training time (Figure 5.c).

On  the  other  hand,  increasing  the  number  of  users
increased the training time (Figure 5.d). This shows that
centralized  systems  with  one  IDS  are  not  scalable  as
training time increased exponentially, multiple IDSs kept
training time low.

Increasing  resources  reduced  the  false  positive
percentage (Figure 5.e). This is because users have wider
variety of resources to choose from and this gives them
better  distinct  behavior.  Increasing  the  number  of
intruders has only slightly increased the percentage of the
false negative (Figure 5.f). More detailed information can
be found in [4].

5. Conclusions and future work

The  proposed  GIDA  is  an  open  and  flexible
architecture that addresses the special requirements of the

Grid.  The  main  issues  affecting  the  system have  been
discussed  to  help  in  deciding  the  value  of  different
parameters to increase the performance of the system in
different  Grid  environments.  The  distribution  of  the
intrusion detection problem  among multiple IDSs made
GIDA suitable for  the Grid  and improved  performance
compared with centralized systems. This work  helps to
understand  the  problem  of  intrusion  detection  in  Grid
environments and to build future systems.

The  effect  of  trust  relationships  between  different
resource  owners  and  the  use  of  heterogeneous  IDSs
should be further investigated. Also these two issues will
raise a question about their effects on different QoSs and
how  these  QoSs  can  be  selected  and  measured.  With
Heterogeneous  IDSs  and  trust  relationships  more
complex algorithms will  be needed  for  the cooperation
module  that  will  need  further  investigations.  The
application  of  the  Grid  in  real  problems  will  help  in
building a knowledge base of attack signatures that will
enable  the  use  of  misuse  intrusion  detection  with  the
Grid. 
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Figure 5. Some experimental results.


